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Abstract

Wireless channels are generally considered to be time-
variant. Hence how to build an effective clustering algo-
rithm in time-variant channels is still one of the current re-
search topics. In this paper, the tracking algorithm based on
a total probability maximization estimation and the KPow-
erMeans clustering algorithm are applied for the clusters in
the time-variant radio propagation channel. The algorithm
is validated by simulating dynamic channels, and the sim-
ulation results show a good performance of the proposed
algorithm.

1 Introduction

Channel modeling has been one of the most significant re-
search topics in wireless communication, because any ac-
tual systemars performance depends on the channel. The
main purpose of channel modeling is to describe the M-
PCs under different environments while considering the ac-
curacy and complexity of the model. Using the accurate
channel models to analyze and evaluate the system greatly
improves the efficiency of the work. And we can adjust the
parameters of the channel model or modify the structure of
the model to meet the characteristics of the different actual
channels.

A large number of actual measurement results show that
the multipath component is distributed in the form of clus-
tering in the actual environment. In recent years, the cluster
based channel model has been widely used in the standard-
ized channel model. A cluster in a channel is a set of path-
s with similar attributes or parameters, including azimuth-
of-arrival (AoA), azimuth-of-departure (AoD), Delay, and
power [1].

Generally speaking the radio channels are usually time-
variant. In the process of signal propagation, there will
be the path fading caused by the propagation distance,
the shadow fading caused by obstacles, the doppler effect
caused by the relative motion between the transmitter and
the receiver, and the delay expansion caused by the differ-
ent arrival time to the receiver of MPCs. These factors make

wireless channels gradually evolve into time variant chan-
nels affected by time and frequency.

The time variation of radio channels has a great impact on
the characterization of dynamic channels. This variability
should be considered during channel modeling. Therefore,
the dynamic MPC clustering algorithm is needed for mod-
eling time-varying channels. Because of the complexity of
time-variant channels, there is still lack of general methods
for radio channel multipath clustering. Automatic cluster-
ing algorithms to identify MPC clusters are still insufficient.
In the past, the clustering phenomenon of MPCs is often an-
alyzed by visual inspection. However, the accuracy of this
method is very low, and it is not suitable for large amounts
of data from dynamic channels.

Clustering analysis in machine learning has been widely
used. People can use clustering to better identify the struc-
ture of the data, understand the global distribution, and
then find the relationship among the various attributes of
the data. After the application of the clustering algorithms
in machine learning to automatic identification of clusters
in wireless channels, there are several different direction-
s of this problem. But the basic algorithms are K-means,
density-based spatial clustering of applications with noise
(DBSCAN), wave-cluster, etc.

Therefore, existing clustering methods can be divided into
two categories. One uses the power and time delay of the
MPCs as the main basis for cluster identification to cluster
the multipath components, such as [2-5]. The other uses
the angle domain data (AoA and AoD) and delay to cluster
the MPCs, such as [6,7].

In [2], an automatic clustering algorithm based on pow-
er and delay properties is proposed. The algorithm uses
the least square method for linear fitting, and draws pow-
er delay profile (PDP). The relationship between the two
is linearly attenuated. The MPCs in the same cluster have
the same or similar linear relationship with the PDP. The
algorithm compares non line of sight (NLoS) and line of
sight (LoS) paths with good clustering results. However,
the clustering effect of this algorithm is greatly influenced



by the judgment value of the fitting degree. Choosing in-
appropriate values will make clusters fragmented or even
identify many clusters into one cluster.

The idea of [3,4] is similar. It also uses PDP to cluster. The
core idea of [3] is to detect at the beginning of the nonzero
response. The threshold of delay interval is set. If the delay
between two power responses is smaller than the threshold,
the two MPCs will be zoned to one cluster, otherwise, it will
be rowed into different clusters. After the initial clustering,
the deviation threshold is set to further cluster, whereas the
effect of the algorithm is similar to that of [2].

In [4], the kurtosis measurement is added to determine the
shape difference of PDP. In addition, the regional competi-
tion algorithm used in the field of computer vision is adopt-
ed to extract the nonlinear and linear distribution character-
istics simultaneously. The algorithm has high compatibility
with MPCs and isn’t affected by the channel state.

Considering the information of angle domain and delay of
MPCs, [6] presents a method of clustering by using an or-
dered cluster algorithm in the domain of machine learning.
However, the clustering effect of this algorithm is not good,
and later it needs manual observation to cluster MPCs.

The study in [7] introduces a concept of Multi-path Com-
ponent Distance (MCD) to measure the distance between
MPCs, and uses hierarchical tree method to cluster. The
simulation experiment is carried out under the SCM chan-
nel model. Under different cluster angle extensions, it com-
pares the effect of different distance indicators on the clus-
ter identification. It is verified that MCD can significantly
improve the precision of clustering.

MCD is combined with the classical algorithm K-means al-
gorithm in clustering analysis to achieve better clustering
performance in [8]. It is proposed that when the AoA, AoD
and delay attributes of the MPCs are considered, the clus-
tering effect of the algorithm is better, and the result will be
more accurate.

In view of this kind of clustering idea, [9] made further im-
provement and proposed the KPowerMeans clustering al-
gorithm. Based on the K-means algorithm, it adds the pow-
er attributes of MPCs as a weighting factor. The higher
power of the MPC, the greater its impact, which indicates
that the power weighting has practical significance. Under
the influence of power, the cluster centroid will gradually
close to the high-power MPCs in the iterative process of
the algorithm, which makes the performance of the cluster
more excellent. However, this research cannot overcome
the limitations of K-means algorithm itself. It depends on
parameter settings in initial steps which makes clustering
results uncertain and does not necessarily obtain optimal
clustering results. Moreover, it has poor performance in N-
LoS channel environment.

After that, there are many literatures improving KPower-
Means clustering algorithm. Aiming at the problem that
the KPowerMeans algorithm relies too much on initializing
the cluster centroids and the clustering is inefficient, [10]
proposed using the most powerful MPCs as initialized clus-
ter centroids. This method effectively improves the per-
formance of the KPowerMeans clustering algorithm. [11]
suggests that the clustering method of KPowerMeans clus-
tering algorithm is not completely applicable for MPCs in
real environment. The more complex the channel scenario
is, the worse performance of the algorithm it will be.

These algorithms have some limitations. The clustering ac-
curacy in dynamic time-variant channels is low, and some
of them are not suitable for dynamic time-variant channels.

In the process of clustering analysis in dynamic time-
variant channels, the characteristics of time-variant chan-
nels need to be counted and tracked. Therefore, a novel
framework of tracking and clustering is proposed, where
KPowerMeans is firstly used for clustering MPCs and then
heuristic method is used for transaction. The algorithm is
validated in a simulation channel.

2 Framework

In order to cluster the MPCs in the dynamic time-variant
channels, the proposed algorithm is divided into two steps:
1) identify MPCs’ trajectories, and ii) cluster MPCs on the
basis of the MPC moving trajectories. In the first stage, the
probability of all moving trajectories is first counted. Af-
ter that, the total probability of all trajectories is calculated,
and the probability tracking method is used to maximize
the total probability. Record the trajectory corresponding
to the maximum total probability. Here the trajectories re-
fer to the moving paths of MPCs in successive snapshots,
and one trajectory connects two same MPCs in successive
snapshots. The second stage uses the KPowerMeans clus-
tering algorithm [8, 9]. In the previous work of [12], the
method of tracking probability estimate value is introduced
briefly.

Since there is generally more than one MPC in consecutive
snapshots, there are many possible trajectories in two adja-
cent snapshots, whereas the true trajectory is only one. The
primary goal of the first step is to identify the true trajecto-
ries of MPCs in every two successive snapshots. It is found
that MPCs usually have random motions, [13] although the
direction of each MPC can’t be significantly changed in a
short time. Therefore, each MPC has a corresponding d-
ifferent trajectory moving probability. Then trajectory is
weighted by a moving probability to identify trajectories
accurately. The true trajectories are obtained by maximiz-
ing the total probabilities of all selected trajectories.

Then, the KPowerMeans algorithm is used to cluster the
MPCs based on the trajectories. The flowchart of the pro-
posed algorithm is shown in Figure 1. A range K for the



possible number of clusters has to be specified initially, then
the algorithm assigns each MPC to a cluster and estimates
the correct number of clusters. Here, the Xie-Beni [14] val-
idation method is used. The number of clusters, K, and the
data from all MPCs, P and X, are external parameters for
the clustering algorithm. For each possible K, the cluster-
ing algorithm KPowerMeans is performed, and the results
are gathered in the data sets RK. Subsequently, each result
is validated by validation method.

Determining the number of possible clusters, we select the
starting position of the centroids from the data X random-
ly. Set the maximum number of iterations, which is repre-
sented by i, and the iteration begins with the i=1. Take the
product of the power of the MPCs with the distance (M-
CD) of the MPCs and the cluster centroids as the selected
parameter. By minimizing the parameter, the MPCs are as-
signed to the cluster centroids. Meanwhile the index k is
preserved. The location of the cluster centroids are then re-
calculated according to the MPCs contained in each cluster.
Repeat this iterative process until the cluster centroids are
no longer moving, or the number of iterations reaches the
maximum value set. The output of the algorithm is the in-
dex set and the associated cluster centroids obtained by the

last iteration.
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Figure 1. KPowerMeans algorithm.

3 Simulation results

In this paper, we validate the tracking algorithm by us-
ing random generated MPCs. We use different statistical
distributions for AoA, AoD, delay and power based on a
measurement-based dynamic channel model in [13]. More
details of dynamic simulation can be found in [13] and, all
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Figure 2. Performance of the clustering algorithm for the
time-variant channel in snapshots 1, 2, 3, and 4. (a)-(d)
Clustering results for the channel with five clusters and ten
MPCs in each cluster.
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Figure 3. Performance of the clustering algorithm for the
time-variant channel in snapshots 1, 2, 3, and 4. (a)-(d)
Clustering results for the channel with ten clusters and ten
MPCs in each cluster.
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Figure 4. Moving trajectory. (a) Moving paths of MPCs in
a cluster. (b) Moving paths of cluster centroids.



the parameters of distributions used in this paper are esti-
mated using a nonlinear least-square regression method. In
the dynamic simulation model, lifetime is a time window,
which describes the time duration from MPC appearance to
disappearance. All the variations of MPC happen during its
lifetime. It is found that MPC lifetime is independent of the
mean values of MPC delay and azimuth [13].

In this paper, the proposed algorithm is validated by us-
ing randomly generated MPCs with a fixed number of ten.
Simulation validation is done in the urban channel model
in [13]. Figures 2 (a)-(d) show the results of clustering al-
gorithm for the channel with five clusters and ten MPCs in
each cluster, where four successive snapshots are consid-
ered. Figures 3 (a)-(d) show the results of clustering al-
gorithm for the channel with ten clusters and ten MPCs in
each cluster, where four successive snapshots are consid-
ered. We mark different clusters with different colors and
different shapes and cluster centroids with red circles. As
we can see, the proposed algorithm can recognize clusters
correctly. Different clusters have different moving tracks.
When the number of clusters is large, the performance is
also relatively good. In Figure 4 (a), the channel has eight
snapshots and each snapshot includes one cluster with ten
MPCs. The moving paths of MPCs are plotted by linking
the MPCs in different snapshots. Figure 4 (b) shows the
moving paths of cluster centroids.

4 Conclusion

In this paper, a novel framework of clustering and track-
ing algorithm is proposed to solve the clustering problem
in time-variant channels. The tracking problem is solved
by maximizing the total probability of the movements and
the MPCs in time-variant channels are clustered based on
the moving probability and KPowerMeans algorithm. The
algorithm is verified by a dynamic simulation model and
the results show that the algorithm has a good performance.
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