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Abstract

In this paper, a new design for the synchronizer of an
802.11ad WLAN system is proposed. The proposed design
is based upon the well-known Golay Correlator (GC) syn-
chronizer. The GC synchronizer performance is degraded
in the low Signal to Noise Ratio (SNR) regime to a fixed
threshold. In our proposed scheme, an adaptive algorithm
optimizes the threshold of the GC so that it becomes SNR-
independent. Our simulation results show that the pro-
posed scheme greatly outperforms the traditional GC based
synchronizers in different indoor environments indicating a
revolutionary change in the synchronizer design not limited
to the IEEE 802.11ad.

1 Introduction

The unlicensed 60 GHz radio frequency (RF) band has
drawn a great attraction in the past decade due to the high
bandwidth offered and the possibility of achieving multi-
gigabit throughput. The IEEE 802.11ad for Wireless Per-
sonal Area Network (WLAN) [1] and IEEE 802.15.3c for
Wireless Personal Area Network (WPAN) [2] standards are
presented to reach data rates over 1 Gbit/s. Both use OFDM
for multi-carrier transmission offering high data rates and
a great immunity to multi-path fading and low Signal to
Noise Ratios (SNR).[3] In previous works [3, 4, 5] differ-
ent methodologies were used for synchronization. In [3, 5]
Golay Sequences were used, with their exceptional auto-
correlation properties the approach outperformed most of
the other ways. While the results in [5, 6] regarding the
synchronizer design were reliable, a problem was revealed
when using the Golay based Normalized Auto-Correlator
(NAC). The block tends to be sensitive to low SNR values,
the root cause was traced back to the fact that it uses a fixed
and a predefined threshold for estimating the frame start.

The SNR dependency risks the whole reception process in
different ways. With low thresholds -which are most com-
monly used- the synchronizer mistakenly interprets incom-
ing noise as a start of a signal. This also occupies the sys-
tem with false data preventing it from detecting the real
transmitted signal. When using higher thresholds, the low
SNR signals are lost because the NAC’s threshold is never
trigerred. In this paper, we present an adaptive design so-
lution for the synchronizer with little hardware overhead
solving the mentioned synchronization dilemma.

2 The Architecture of the Adaptive Golay
Correlator Based Synchronizer

Fig.1 shows the preamble structure as stated in the stan-
dard IEEE 802.11ad. It is composed of two main parts; a
Short Training Field (STF) and a Channel Estimation Field
(CEF). The STF consists of 17 Golay sequences each of 128
samples, with an inverted sequence at the end. The CEF is
divided into three parts; two are 512 samples long Golay se-
quences made from smaller complementary 128 sequences
and the last one is an inverted sequence.

Figure 1. IEEE 802.11ad preamble structure

In [5], a normalized Golay correlator was used to detect
the preamble start and to estimate the frequency offset. Fi-
nally, it detects the start of the channel estimation sequence
through the inverted Golay symbol at the end of Symbol
Training Field (STF) as shown in Fig.1. The functionality
of the synchronizer is divided into 3 processes, first the syn-
chronizer detects the start of the preamble, then it estimates
the frequency offset, corrects it and finally detects the start
of the channel estimation part of the preamble.

Every 128 samples of the received signal are first corre-
lated with the preceding 128 samples in a normalized auto-
correlation process:

NAC[i] =
∑

128−1
n=0 ri−n.ri−n−128

∑
128−1
n=0 ri−n.ri−n

(1)

where (r) is the received signal, (i) is the sample index, and
(n) is the auto-correlation index. In the ideal case, the out-
put should be 1. But with a noisy received signal:

rk =
L−1

∑
i=0

xk−i.hi +Nk (2)

where (x) is the transmitted signal, (h) is the channel im-
pulse response and (N) is the additive white Gaussian noise,



the output of the correlation is dependent on the noise level,
as shown in the following derivation:

NAC[i] =
∑

128−1
n=0 (x̃i−n +Ni−n) .(x̃i−n−128 +Ni−n−128)

∑
128−1
n=0 (x̃i−n +Ni−n) .(x̃i−n +Ni−n)

(3)
where x̃ is the transmitted signal convoluted with the chan-
nel impulse response.

Figure 2. SNR-dependency for different reception scenar-
ios

In Fig. 2, we can observe how the NAC varies in differ-
ent reception situations. Two perfectly matched Golay se-
quences would result in a constant one. If 512 zeros are
added in front of the Golay sequences, the result is the curve
labeled "‘ideal"’. The output of the NAC linearly increase
for 128 samples until it saturates at "1". The other curves
show the practical cases, where the received signal and the
preceeding zeros are noisy. The NAC result now is merely
dependent on the SNR level. Therefore, the detection of the
frame start would depend on the predefined used threshold.

Figure 3. Thresholds Triggering at Different SNRs

Fig. 3 shows the threshold triggering for different SNR val-

ues. As we see there are different saturation levels for the
NAC, at SNR = 3dB, it reaches around 0.4, 0.55 at SNR
= 9dB and finally around 0.75 at SNR = 17dB. The results
clearly points to the fact that the higher the SNR, the NAC
curve should approach the ideal case as shown in table I.

Table 1. GC-Synchronizer THRESHOLDS TO SNR
LEVEL MAPPING

Nearest Threshold SNR Level

0.35 - 0.45 SNR < 3 dB

0.5 -0.65 SNR < 9 dB

0.7 -0.8 SNR > 9 dB

Our proposal is provided to maintain a more reliable result
in the detection process. In Fig. 4, there is a block diagram
for the proposed synchronizer architecture. The proposed
architecture takes advantage of what we call "transition re-
gion" where the NAC output starts to increase till it reaches
saturation at the ideal frame start. In the IEEE 802.11ad
case, it takes 128 samples, since the GS is repeated every
128 sample. The transition region is where most of the
thresholds should be triggered, making it easier to detect
when using multiple thresholds.

Figure 4. Proposed Adaptive Synchronizer Block Diagram

3 The Adaptive Synchronizer Algorithm

The proposed algorithm uses N thresholds to get the most
probable start of the preamble. N depends on the range of
the SNR to be covered. In our simulations, we used 10
equidistant thresholds to get the most probable preamble
start. The adaptive algorithm measures the “compactness”
of the indices given by each threshold. The compactness is
a parameter defined to measure the most number of resul-
tant indices within a defined interval –transition region-.

The algorithm is defined into two main stages, first it gets
the indices that were triggered within the transition region
-the most compacted indices within a 128 interval-, then it
gets the highest compactness rate within all the triggered
thresholds within the transition region. The first step rules
out both the indices triggered by very low thresholds in high
SNRs or noise with high correlation peaks and also, the in-
dices triggered by high thresholds in low SNRs which are



usually far away from the exact preamble start. The sec-
ond step of determining the highest compactness rate within
the transition region is merely to get the highest accuracy,
since slope usually changes prior to the saturation. This
slope change can be detected through the increase of the
compactness of the detected frame start indices just before
saturation.

There are some remarks regarding the threshold selection
to assure more accuracy when getting the exact preamble
start. First, the thresholds should be equidistant from each
other. Furthermore, thresholds should only cover the effec-
tive NAC range. E.g. 0.1 is not a good threshold value as
it will only be hit by noise in a real environment, and 0.95
is a very high threshold which will only be hit under per-
fect circumstances. If used, the indices of those thresholds
are usually discarded during phase I, nevertheless they will
consume hardware resources.

3.1 Phase I: Transition Region Detection

Phase I is used to get the maximum number of triggered
indices within 128 samples -transition region-. At first,
the difference between the first triggered threshold and the
last one is checked against the transition region length -128
samples in this case-.

(|Pn−PN−i|)< Ns, i = 0 : (N−1),n = 0 : (N−1) (4)

where P is the vector that contains the indices triggered by
the thresholds, n,i are for sweeping the vector P, N is the
size of P, and Ns is the length of the transition region. The
next step is counting the set of indices triggered within the
limit and taking the set with the maximum number of in-
dices. If there are multiple sets with the same number of
indices, their variances are determined with the following
equation and the one with the highest variance is chosen.

σ
2 =

N−1

∑
i=0

(S̄−Si)
2 (5)

where S is the vector containing the indices within the limit,
the first index is subtracted from the other indices and N is
the length of the vector S. The reason for choosing the least
variance within the limit is that the thresholds should be
triggered all over the transition region, the more equidistant
they are, the more they approach the ideal case (see Fig. 2).

3.2 Phase II: Preamble Start Calculation

Phase II gets the exact preamble start from the set of indices
defining the transition region. Since the transition region
is not ideal, the thresholds tend to get triggered closer to
each other as we approach the saturation. This change in
the slope of the transition region can be detected through
measuring the compactness of the indices and calculating
the most compacted set with the most number of indices
within.

First we calculate the distance vectors; these vectors con-
tain the distance between the indices triggered with differ-
ent thresholds as described in the following equation:

Dl
k = |Ii− Ii−l |; l = 1 :

L
2
,k = L− l, i = 1 :

L
2
− l (6)

where D is the vector containing the distances for the in-
dices, k is the index and l is the step used for the distances.
l is limited with L, which is the length of I, the vector that
contains the indices triggered in the transition region. The
order indicates how many indices are in this set, we are
trying to find the most compacted set of indices in the tran-
sition region.

The next step is to get the minimum of the calculated vec-
tors, indicating the most compacted set of indices in each
order. To compare the distances calculated for each set, the
following equation is used:

Vl =
dl−E{Dl

k}
E{Dl

k}
(7)

where d is the min of vector D of order l and V is the spread
of the deviation from the mean. We use this equation to
get the highest deviation from the mean. Since the higher
the deviation, the more significant the calculated difference,
consequently the more the compactness is.

The algorithm gets a precise preamble start without a signif-
icant increase in hardware overhead, since most of the pro-
cessing units are simple modules like subtracters or com-
parators. Also, the additional latency is negligible in a hard-
ware implementation.

4 Performance Results

The proposed synchronization was integrated in an IEEE
802.11ad compliant 60 GHz high data rate OFDM com-
munication system. The transmitted signal is first 5/8 Low
Density Parity Check (LPDC) coded, then the signal is
QPSK modulated. The preamble is π/2 BPSK modulated.
Both data and preamble are mapped to sub-carriers in a
512 FFT OFDM modulator. To simulate the system per-
formance, the TGad conference room channel model with
the NLOS scenario from [7] was applied. Both stations are
on the same horizontal level and are 2 meters apart. Fur-
thermore the transmitted signal was exposed to phase and
frequency offsets, in addition to phase noise.

The results in Fig. 5 shows the spread of the detected frame
start index for 1000 simulation runs. The figure clearly
shows that the highest percentage of indices is found around
the exact start "512". It also shows the increased perfor-
mance with higher SNRs.

In Fig.6 the performance of the adaptive synchronizer is
compared with the Golay based correlator synchronizer



Figure 5. Spread of frame start detection

from [5].The comparison with the GBC synchronizer seems
reasonable due to the pre-published results in [5, ?, 6], indi-
cating the favoring of the Golay based synchronizers. The
figure shows the percentage of precise detections. All de-
tected start indices with a tolerance of +/-10 samples from
the exact start are defined as successful. It is clear how the
adaptive synchronizer outperforms both instances used for
comparison, whether using a high threshold or low thresh-
old. The successful detection rate for GC synchronizers
with a fixed threshold is nearly zero for low SNRs and a
high threshold, increasing up to 100% for higher SNRs.
For a lower threshold, the successful detection rate starts
with moderate values at lower SNRs and decreases to 0%
at higher SNRs. When using the proposed adaptive syn-
chronizer with several thresholds, we see a nearly stabilized
performance starting with 95% successful detection rate at
3 dB, increasing to nearly 100% precise detection at 17 dB.

Figure 6. Percentage of Successful Preamble Detection for
both adaptive and fixed thresholds Synchronizers

5 Conclusion and Future Work

This paper presents a novel synchronizer design based
on Golay complementary sequences. With a little hard-
ware overhead, the performance of the whole system is
remarkably improved. Furthermore, with such synchro-
nizer, the whole system gains more flexibility against dy-
namic changes in the received signal SNR, allowing it to be
more reliable. Future work is to use the knowledge acquired
from the adaptive synchronizer at different SNRs to adjust
the performance of the whole inner receiver optimizing the
overall throughput, and increasing the performance.
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